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ABSTRACT. Spherical means are a widespread model in modern imaging modalities like
photoacoustic tomography. Besides direct inversion methods for specific geometries, iter-
ative methods are often used as reconstruction scheme such that each iteration asks for the
efficient and accurate computation of spherical means. We consider a spectral discretization
via trigonometric polynomials such that the computation can be done via nonequispaced
fast Fourier transforms. Moreover, a recently developed sparse fast Fourier transform is
used in the three-dimensional case and gives optimal arithmetic complexity. All theoretical
results are illustrated by numerical experiments.

1. Introduction. In analogy to the classical Radon transform, we consider the spherical
mean value operator M that assigns to each function f: R? — R its mean values

Mf(y,r) = fly +r€)do(§)

Wd—1 Jgd—1

along the spheres with center point y € R? and radius r > 0, where o denotes the surface
measure on the sphere and wy_1 = U(Sdil). The spherical mean value operator plays
an equal prominent role for recent imaging techniques as the classical Radon transform
does already for about 50 years. Most notably, the mathematical models behind upcoming
hybrid imaging techniques like thermo- and photo-acoustic tomography [26, 18, 4] are
based upon the spherical mean value operator. In most cases, the inverse problem is of
interest, i.e. given the spherical means M f (¥, , 7m, ) for a list of center points y,,,, € R<,
my =1,..., My, and radii r,,, € (0,00), mg = 1,..., My, we aim to reconstruct f from
this data. Existence, uniqueness, and stability of this problem has been studied for the
two-dimensional case and for specific three-dimensional geometries over the last decade,
see e.g. [8, 3, 1, 18, 25] and references therein. Moreover, specific direct reconstruction
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algorithms for various geometries are discussed in [14, 22, 21, 13, 2, 7, 20, 9], variants for
integrating detectors are discussed in [12, 5, 24, 30, 15, 29].

In this paper we consider the case of center points located at an arbitrary submanifold of
R?. For this general case, explicit inversion formulae are not known and do not represent a
realistic goal, see also [23, 10, 11]. Instead we focus on discretizations and fast algorithms
for the forward problem such that the well developed machinery of iterative solvers can be
applied, see [6] for a specific reconstruction algorithm. Our idea is to restrict the spherical
mean value operator to periodic functions and to discretize these by trigonometric inter-
polation. In particular, this allows for error bounds that depend on the smoothness of the
function at hand. Moreover, we show that in the three-dimensional case the discrete spheri-
cal mean value operator can be identified with a four-dimensional sparse Fourier transform
with nodes and frequencies restricted to some three-dimensional submanifolds. For this
setting, the sparse Fourier transform [28, 19] applies and has the numerical complexity
O(N3 log® N ), where N is the number of discretization points in each dimension. This
numerical complexity compares favorable to the numerical complexity of a finite element
type discretization which is O(N®).

The structure of our paper is as follows. Section 2 defines the spherical mean value
operator on the torus and proves in Theorem 2.2 a singular value decomposition in the space
of square integrable functions. In Section 3, we define the discrete spherical mean value
operator by trigonometric interpolation and prove associated error bounds in Theorem 3.1.
The representation of the discrete operator as a four-dimensional Fourier transform can be
found in Theorem 3.3 and Algorithm 2 is the corresponding fast scheme. In the last section
we verify our theoretical findings numerically by considering a family of test functions
with known spherical means and known Fourier coefficients. In particular, we show that
our algorithms respect the theoretic error bounds and that they outperform the simplest
finite element type discretizations, i.e., piecewise constant and bilinear interpolation, with
respect to computing time.

2. The spherical mean value operator for periodic functions. We start by considering
the spherical mean value operator on periodic functions and give its singular value decom-
position in the space of square integrable functions. Let d € N, x,y € R?, and denote by
X'y :=x1Y1 +. ..+ Tqyq and |x| := /X - x the usual inner product and its induced norm,
respectively. We define the d-dimensional torus T¢ := R?/Z? = [—1,1)? and the unit
sphere S9! := {x € R? : x-x = 1}. By do (&) we denote the spherical surface measure
and by

Wa—1 := 1do (&) = (D
o= [ -
its total area. We define the spherical mean value operator by
M LP(TY) — LP(T4x[0,1], dyr®~tdr),  Mf(y,r) = f(y+r€) do(§).

Wd—1 Jgd—1

The restriction to r < 1 is for convenience and could be replaced by any other finite
number. It should be noted that compactly supported functions fit in our framework by
the following consideration. Let f € C(R?) be a compactly supported function with
supp f C {x € R?: [x| < R}, R € (0,1), and let fec(Td,

f) =3 flx+2),

z€Z4
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be the corresponding periodized function. Then r < 1 — R — |y| is a sufficient condition
on the support of f, on the location of the center points y, and on the radii » such that the
spherical means M f(y, r) of the compactly supported function f and the spherical means
M f(y,r) of the periodic function f agree.

Lemma 2.1. The spherical mean value operator satisfies
Ml o (raxgoay < Nl poeipay  and
Ml Lo (raxio)) < '/ 1l o (ray, 1 < p < oo.
In particular; every f € L*(T?) has mean values M f € L*(T¢ x [0,1], dyr?¢=1dr).

Proof. The assertion follows for p = oo right from the definition. For 1 < p < oo and
% =1- l, the Holder inequality yields

HMf”LP (T4x[0,1])

//Td wh_y | Jsar
/ /T wd1</sd 1d"<€>> / F(y + 7€) do(€) dyr® " dr

:/0 )i [ [ 1y ol dydotenar

dyrd_1 dr

Fy +1€)dote)]

1
=Wy [ 7t = S0y
O

For order v > 0 we define the Bessel functions 7, : R — R by the integral representa-
tion, cf. [27, Chap. 3.3],

s

(1)2Uj/e“°“f(an5ywdg. )
2

0

xV

Frv+4Hr

T (x) :=

We have the following singular value decomposition of the spherical mean value operator
in the Hilbert space of square integrable functions. The main part of this result can be found
e.g. in [16, Eq. (1.5)] but we present the complete statement together with its short proof
to keep the paper self contained.

Theorem 2.2. Forz € 7%, x,y € T, and r € [0, 1] we define v,(x) := e>™1%X,
D (£) Juz (27 |2] 1)

> A= Gl paaypoyy s Us = A s

(2| r) ="

Then the spherical mean value operator has the singular value decomposition

Mu, = Mug, zeZ°%

az (ya T) = GQWi i

Moreover, there are constants Cy,Co > 0 such that for all z € 7% 7 # 0, the estimate

01\|2 < <C2|Z\z (3)

is valid.
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Proof. The functions v,, z € Z%, form a complete orthonormal system in L?(T%) and the
functions u,, z € Z%, form an orthonormal system in L2(T? x [0, 1], dyr?~!dr). For
z € 7% we have to compute

1 . . 1 .
Mvz(y,r) _ / e27rlz»(y—i-r§) da({) _ e27r1z-y / e27rlr§~z da(f)
Wd—1 Jgd—1 Wd—1 Jsd—1
Let ¢ == {7 and denote by ¢ L= {n €891 :n L ¢} the set of unit vectors orthogonal

to ¢. Then, using polar coordinates & = sinfn + cosf¢, 6§ € [0,7], n € ¢+, with
respect to the north pole ¢ € S?~!, we can write the (d — 1)-dimensional surface measure
do (&) = (sin6)?=2d(n) df in terms of the (d — 2)-dimensional surface measure dé on
¢1. With the definition of the Bessel function (2), this yields

1 .
/ e27r1r|z\§-< da(é)
§d—1

Wd—1
— 1 / / eQﬂ'ir\z|C~(cos€§+sin9n)(sin9)d—2 d&(’l’)) de
nect

Wd—1

T

Wd—2 i . —

— / eQﬂ1r|z\ COSQ(SID(9>d 2 do
Wa—1 0

r(g)  T(F)T(3) T2 2nlalr)
~ VAT (5) (z|r) ="
gy Tz (2l r)
T e

Since the functions i, z € Z4, are orthogonal in L?(T¢ x [0, 1], dyr?~! dr) the singular
value decomposition is shown.
Next we consider the singular values A\, z € 7%, which fulfill

(@) [

qd—2 ‘z|d

A2 = il 22 paxon)) = Ja_z (2mr)’r dr. “

From the asymptotic expansion of the Bessel functions [27, Sec. 7.21] we know that there
is a constant C'3 > 0 such that for all » > 0 we have

st (2) o452

Thus, the integral in Equation (4) can be bounded by

< Cyr3/2, 5)

2| =l
jd2;2 (27r)%rdr < Cy(e) + ‘7% (27r)*rdr
0 €

Izl 9 17|
< Cy(e) +/ — cos(2mr — L2 m)%r dr + 05/ =3 dr
g 7r e
< Cy(e) + Cs |zl + Cs /e

which gives the upper bound. The lower bound follows analogously. O

3. Discretization. Typically, the function f : T — R is given by discrete values f(xy)
on a regular grid x,, € X C T¢ and the spherical means M f(y,r) have to be computed
for scattered center points y € T¢ and radii 7 € (0,1]. Subsequently, we suggest to
compute an expansion into complex exponentials from the given data, then apply Theorem
2.2 which gives precise information about the spherical means of a complex exponential
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function, and finally perform a summation step to compute the spherical means of the

complete expansion at the scattered center points.
We start by defining for some discretization parameter N € 2N the index sets

d
N N
IN = [O,N)dﬁZd, JN Z:|: ) mZdv

272
and within the torus T? = [—1, )¢ the sampling grid
X = {xn eT: x, = (2”1;1\1[*N7..., 2"‘1;]%,_N),n S IN} .

Moreover, let Ty be the space of trigonometric polynomials p : T¢ — C,
p(x) = > >, p, €C,
z€Jn

and define the corresponding interpolation operator Zy : C(T%) — T, f — Inf = p,
p(x) = f(x), xe€X.

For subsequent use, we define the vector of samples f € RN", f := f (x), x € X. The
Fourier coefficients of the interpolating trigonometric polynomial are given by

~ 1 —27ix-z
pz:me(X)e 2 ) ZEJNu (6)
xeX

and can be computed from the samples by means of the fast Fourier transform (FFT).
Moreover, sufficiently smooth functions f(x) = >, o, fz¢*™** allow for a simple bound
on the interpolation error, see e.g. [31, Chap. X, Thm. (5.16)],

||f_INf||L00(Td) <2 Z fz .

z€Z4\Jn

@)

Remark 1. The trigonometric polynomial p interpolates on the symmetric spatial grid X C
T< with an even number N € 2N of points. For real interpolation values, the computed
polynomial is nevertheless complex valued in general but can be modified to a real valued
trigonometric polynomial interpolating the data by extending its Fourier coefficients to
(&, 519N 2z > Jy appropriately.

Instead of the trigonometric interpolant we will also use the Fourier partial sum, defined

by
Snf(x) =Y fpe?mi=>
zEJN

with the true Fourier coefficients f, = de f(x)e~2™2zXdx. Given, we only know samples
of the function at the nodes X, one is not able to compute these required coefficients.
Nevertheless, this variant is useful for theoretical purposes and gives us slightly higher
capability to compare the theoretical with the numerical results.

In order to give upper bounds for the resulting errors of our discretization of the spherical
mean value operator we introduce for s > 0 the Sobolev space H(T%) C L?(T<) as the
subspace of all functions f € L?(T?) with finite Sobolev norm

1113, oy = D 1l (14 (27)% [2]%)°.
zc74

For those functions we have the following result.
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Theorem 3.1. Let d E N, N € 2N, N > 4Vd, f € H (T, y € T and r € (0,1] be
given. Then for s > & the error of the approximated spherical means can be bounded by

9s—§+1 . p—stq Cid
(MF(y,r) = MInf(y,7)| < 111y, gy N4,
r(5) (2s—d)

Moreover, it exists a constant Cy. g, > 0 such that for s > 5 the estimate

r(g) it

‘Mf(yar)_MSNf(va'”S 25717(3_"_(1 d T ||f||7't ('er)N é—i_Q“V‘C'f,sdr]V 5 2

is valid.

Proof. Let z € Z% and let Q(z) := x?:1[|zj|, |z;| + 1] be the unit cube in R¢ with

“smallest” vertex at z. Then we have for any x € Q(z) the estimate |z| > |x| — v/d and,
hence,

(1+(2m)°|2*)* < / (1+ (2m)*(jx| = Vd)*) ™ dx.

Q(z)
Since f is continuous, Lemma 2.1, Inequality (7), and the Cauchy—Schwarz inequality lead
to

M (y.7) = MIn F (7. D) < 1 = In fl e oy

<4 X

£ (L @) )3 1+ (202 )%

zEZd\JN
-
<Ay Yo (1+@m21af)
zeZ?
|z|> &
<Hflmn [ (0 @mR(al - Va2) da
|z|> 5
2 Vi 7“—|-\[d 1
:4Wd—1 HfHHS(Td / 1+ 27T ) dr
N _Vd

The last integral can be simplified, since the assumption N > 4v/d implies N /2 — Vd >
N/4. Using moreover r + Vd < 2r,duetor > % —Vd > % > \/Zi, and the inequality
(27)%r% +1 > (27)2r2, we obtain

IMf(y,r) = MInf(y,r)]* < dwa 1 | 117y, gy (2m) 72297 /r_28+d_1dr.
N

Because of 2s — d + 1 > 1 direct calculation in conjunction with the definition of wy_; in
(1) shows the first assertion. With Equation (5) the Bessel function can be bounded by

1

_3
W‘f‘cl(d,’l’)‘ﬂ 2, Cl(d,r)>0.

Tacs (2alr)| <



COMPUTATION OF SPHERICAL MEAN VALUES 7

Thus, with v,(x) = €272 we obtain the estimate

IMf(y,r) = MSNFy. )l < | D fa(Mug) (y.r)

zE€ZIN\JIN

T () Tuz (2n]alr)

= Z fz d—2

zE€ZIN\JIN (W‘Z|T)T
r () ()i g
S =D DI AL (GGl B

z€ZN\JIn

and with the method of the first part of the proof we get the second assertion. For example,
the first sum yields

PN OREDY

zcJn ZEZd\JN

1—d

Fal (14 @m)2[2[?)* J2) 7

(NI

<O Ml | 2 P
z€Z4\Jn
Wd—1 -2d4-1 r —2s
< e Wl ey [+
N

T
O

An FFT-based algorithm. Next, we are concerned with fast algorithms for the approxi-
mate evaluation of spherical mean values. Combining Theorem 2.2 and Theorem 3.1 we
have the following result.

Theorem 3.2. Let f, = f(xn), n € Iy, be samples of the function f: T¢ — C at the
regular grid X C T¢ of size N®. Then the spherical mean values

Imy,mo = MINF(YmysTmy) = M (Y Tms)

at center points y,,, € T% m; = 1,..., My, and radii ,, € (0,1], mg = 1,..., My,
can be computed by Algorithm 1 with the numerical complexity O(My(N%log N + My)).

Proof. Our algorithm starts with the computation of the Fourier coefficients

~ 1 —2miz-x
pzzm'z:f(x)e2 , z€Jn,
xeX
of the trigonometric interpolant p = Zy f by a fast Fourier transform. The numerical
complexity of this first step is O(N%log N). In the second step we compute the Fourier
coefficients
= T (§) Taz (27 |2|rm,)
hz,mg =Dz - d—2 ’ ZEJN,
(7 |2] rm,) 2
of MZy f (-, rpm, ) for every fixed radius r,,,, ma = 1, ..., Ms. This step has the numerical
complexity O(MyN?). In the last step we compute the spherical means

7 2TZ Y m _
MINf(y'Hh?T’HLQ) = E hZ,'!YL2e ¥ t,omy=1,..., My,
zEJN
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for every fixed radius r,,, by a nonequispaced fast Fourier transform [17], which has the
total numerical complexity O(My(N%log N + My)). O

For the typical case that the center points are located at a (d — 1)-dimensional subman-
ifold of the torus T¢ we may assume M; = O(N?" 1) and My = O(N). In this case
our algorithm has the numerical complexity O(N?*! log N') which compares favorable to
the numerical complexity O(N2?~1) of a naive implementation whenever d > 2, see also
Table 2.

Algorithm 1 Discrete spherical mean value operator

Input
1. deN > spatial dimension
22 Ne 2N, M; €N, Ms € N > discretization parameter
3 feCM > samples
4 Ym, €T my =1,...,M; — 1 > center points
5 rm, € (0,1],me =1,..., My —1 > radii
Output
6: g € CMiMe > spherical mean values

7: for z € Jy do

&  Pa= EXf (x)e—2mizx > DFT, Eq. (6)
XE
9: end for

10: for my = 1,..., M5 do
11: forz € Jy \ {0} do

d
~ F(i)]%(QﬂlZ‘qu)

12: ha,my = Pz =z > multiplier
(7]2|Tmy) 2

13: end for

14: hO,m2 = fo

15: form; =1,...,M; do

16: 9mq,my = Z hz,erQﬂlz-yml > NDFT
zEJN

17: end for

18: end for

A fast algorithm for the three-dimensional case. Let us now consider the practical im-
portant case d = 3. Then the discrete spherical mean value operator can be written in
terms of a sparse four-dimensional Fourier transform. To be more precise, we define the
following discrete subset

V3N 3N

Iy = {<z,<> € I —272] 161 = |z|}\{0} ®)

of a three-dimensional double cone in R*.

Theorem 3.3. Letd =3, N € N, andp € Ty,

P = 3 e

zEJN
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be a trigonometric polynomial. Then its spherical mean values at center points y € T¢
and radii v > 0 have the representation

P Pz omi(a,0)-(y.r)
Mp(y,r) = po - Z~ R e . 9
(z,Q)€JIN

Proof. First of all we observe that for all z € Jy\{0} and r > 0 the identity

7|z r  2mlz|lr 4An|z

3 . .
I (%) T (2w 1z|7)  sin2m|z|r *1‘ <627-ri‘z|r B 6727rilz\7“) (10)
r

holds true. Hence, we have by Theorem 2.2

Mp(y,r) = pa- (Me%riz-(-)) (y,7)

zEJN
r (é) J1 (2 |z|T)
. . iz 2) Y%
= po + Z pz.eQ'mzy. 2
zeJn\{0} ™ |z|r
:ﬁo + —i . Z ]aZZ| . e27riz-y . (627Ti\z|r . ef2ﬂi|z\r).
zeJn\{0}
O
Next we assume that the center points y,,,, mi1 = 1,..., M, are restricted to a smooth
two-dimensional submanifold of T3. Then for arbitrary radii r,,, ma = 1,..., Mo, the
set of nodes (Y., ;7m,) € RY, my = 1,..., My, mg = 1,..., My, lies on a smooth

three-dimensional submanifold of R*. Hence, Equation (9) describes a four-dimensional
Fourier transform with Fourier coefficients as well as evaluation nodes on smooth three-
dimensional submanifolds. Such a sparse Fourier transform can be computed efficiently,
cf. [28, 19], using the following two main ingredients. At first, we employ a low rank
approximation e2™ (=) ") = SN (7, ¢)by(y, ) of the Fourier kernel, where the rank
fulfills R ~ log4(N /) under certain conditions on the widths of the spatial and frequency
domains. In order to meet these conditions, the second ingredient is a dyadic subdivision of
both domains, resulting in a particular divide and conquer strategy, the so-called butterfly
scheme.

The following Corollary 1 and Algorithm 2 summarize its application to the computation
of spherical means.

Corollary 1. Let f: T3 — C be sampled on the regular grid X of size N> and let the
center points y,,, m1 = 1,..., My, be located at a two-dimensional submanifold of T?.
Moreover, let the radii r,,, € (0,1], ma = 1,..., My, be given and assume M, = O(N?)
and My = O(N). Then the evaluation of the approximated spherical mean values

Imi,my = MINf(Y'ml y ng) ~ Mf(ym1 y T77L2)7 mo=1,..., My, mo=1,..., My,
by Algorithm 2 has the numerical complexity O(N?log® N).

Proof. As in Algorithm 1 we first compute the Fourier coefficients p,, z € Jy, of the
trigonometric interpolant Zy f. Next, the coefficients for the sparse Fourier transform are
computed by

hoe =2, (2,C) € Jy. (1)



10 T. GORNER, R. HIELSCHER, AND S. KUNIS

Finally, the sparse Fourier transform
N i 7 27i \Ym m
Gmy,mo :po_m Z~ hz7Ce i(2,¢)-(y R ,2)’ my = 17 . _’Ml, Mo = 1,. . ,M27
(z,0)€JN

is computed by the algorithm described in [19] which results in a total complexity of
O(N?31og® N). O

Algorithm 2 Discrete spherical mean value operator, using sparse FFT, d = 3

1: Input and Output as in Algorithm 1

: forz € Jy do

Po= = Y f(x)e2mizx > DFT, Eq. (6)
xeX

W N

4. end for

5: for (z,() € Jy do

6: lAzz,C = %z > coefficients for sparse FFT, Eq. (11)

7: end for

8: form; =1,...,M; do

9 forms=1,..., M> do

10: Ima,ms = Do — ﬁ > fAlZ_( . e2mi(2:0)-(Ymy ma) sparse FFT, Eq. (9)
(z,0)EJIN

11: end for

12: end for

A comparison between the complexities of the Algorithms 1, 2 and a naive algorithm
based on a piecewise polynomial approximation can be found in Table 2.

4. Numerical Experiments. In this section, we analyze numerical results of the presented
discretizations of the spherical mean value operator. In particular, we consider the approx-
imation errors and the running times. The algorithms are implemented in Matlab and the
numerical results were obtained on an Intel Xeon E7450 with 2.4 GHz and 94 GByte RAM
running Matlab R2010b.

Let us start by defining some test functions. Let a size parameter ¢ € (0, 0.5], a smooth-
ness parameter s € Ny, and the radial test function fy 5, : R? - R,

s (IXI7) x| <t,
0 otherwise,

0sa(T) = (1 - tlz) (12)

fd,s,t(x) = {

be given. We compute spherical means of these test functions analytically by using the
following statement for radial functions.

Lemma 4.1. Let a spatial dimensiond € N, d > 2, a center point'y € R? a radius v > 0,
and a radial function f : R? — R, f(x) = ¢ (|x|2) for some function ¢: [0,00) — R, be

given. Then the spherical mean values of the function f can be computed by

1
Mf(y,r) = 242 / o (Iy[>+ 72+ 2rlylr) (1 — 72) 7 dr.

Wd—1

Proof. First assume without loss of generality y = |y| e, where e; = (0,...,0,1)7 €
R<. Then
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1
Mf(y,r)= a1 /Sd’_1 © (‘y + 7’£|2> do(€)
B wd{l /SUL1 ¥ (‘y|2 +r2 4 2r ly| € - ed) do(€)
. 1 ~ d—3
= o /_1 /Sd_2 o (lyl> +r* +2ry|r) do(€)(1 — 72) = dr.

O

Next we use the above lemma to compute the spherical mean values of some of the test
functions (12) explicitly.

Example 4.2. Let us start with spatial dimension d = 2. Then we have

1 [
Mfosi(y,r) = ;/ ¢st (Jy|” +1° = 2r|y| cos 9) d,
0

where
T for 2> (ly| +1)2,
Yo := o (ly|,r,t) :=< 0 for 2 < (ly| —r)?,
arccos% else.

Fixing the smoothness parameter s € Ny gives an explicit solution of the integral. With
adequate coefficients bs , := b5 (y,r,t) € R,k =0,...,s, we have

ost (ly> + 1% = 2r|y|cos¥) = Z bs k(cos¥)*
k=0

and it follows
1o o .
Mo s i(y,r) = ;;_O: be i /O (cos¥)*dd.

For example s = 0 yields the coefficient bpy = 1 and s = 1 yields the coefficients
2 2 2
bio= t_‘y% and by ; = %ﬁ'l Hence, we obtain
U
Mfao4(y,r) = ?O and

Oo - (82 = |y|*> — r%) + 2r|y|sindy
5 :

1 .
Mfoq1.(y,r) = p (b1,0- Yo+ D11 -sindg) =

7t

Example 4.3. Since the weight disappears for dimension d = 3 we define a primitive
®,+: R — Rof ¢, and an auxiliary quantity 7o € R,

(Iy|+)? for 2> (ly|+7)*,
0= (ly| = n)? for 2 < (ly|—r)?,
2 otherwise,

(2 — 7)™

el = "y

and obtain for y # 0 and r # 0 the closed-form expression

Msayr) = g (Bastm) = 0 (31 = 1)7)).
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For example with parameters s = 0 and s = 1 we get the formulas

2

(= (1 =) = (2 =)

8rly|t?

70— (ly| — )
drly|

Mf3,0,t = ) Mf3,1,t =

Moreover, Sonine’s integral [27, Chapter 12.11] yields the Fourier transform of these
test functions

D(s+ 1)t Jopa(2mlz]t)

fasu(2) = - — (13)
s |Z|SJr 2
which, in conjunction with [27, Sec. 7.21], allows for the estimate
Fasi(@)| < Cung - (14 Jaf?) ) (14)

and thus fq s+ € HH%%(Td) for every ¢ > 0. Theorem 3.1 implies

d_g 1
IMFfast(y,m) — MINfasi(y,r)| < Castpe-N27°727° and
IMfast(y,r) — MSN fast(y,m)| < Casitfe N T

Additionally to the Algorithms 1 and 2 we consider also a variant that makes use of
the exact Fourier coefficients (13) of our test functions and implements M Sy f. This
algorithm is labeled as Algorithm 1a in the following tables and figures.

Furthermore, we consider two algorithms that are based on piecewise polynomial ap-
proximation. In the most simplest case the function f is approximated by a piecewise
constant function and a simple rectangular quadrature rule is applied, see Algorithm 3. A
variant using bilinear interpolation and a trapezoidal quadrature rule is subsequently la-
beled as Algorithm 3a.

Algorithm 3 Discrete spherical mean value operator, naive scheme, d = 2

Input and Output as in Algorithm 1
for mg =1,..., M5 do

n = [277r,, N] > number of sampling points
for m; =1,..., M; do
s:=0
for/=0,...n—1do
pri= %
COS ¥ . .
X| = Ym, + Tms sin ¢y > sampling point
X) 1= (2[(xl)1'N2%_%]+1_N, 2[(xl)2'N2%_H+1_N) > nearest grid p.
sim s f (%)
end for
Imi,m2 ‘= % -8
end for

end for

We compare the approximation error of the Algorithms 1, 1a, 3, and 3a with respect to
the discretization parameter /N. Therefore, we fix the test function f; ; 4 with smoothness
parameter s = 3, size parameter t = %, dimension d = 2, 3, and center points y,,, € T9,
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my = 1..., M, and radii r,,,, € (0,1], ma = 1..., M. For this setting we plot the
maximum error

max max

Eabs =
ans mi=1,...,M1 ma=1,...,M2

|(Mfd,s,t) (le , TmQ) - g(le s Tmz)‘ ,

where g(Yum,, 'm, ) 18 the result of one of the algorithms. The results are plotted in Figure |
which clearly confirms the superior error rate of the Fourier based discretization compared
to the discretization by piecewise polynomial functions. Table 1 summarizes the numer-
ical and theoretical convergence rates with respect to the smoothness parameter s. This
indicates that the convergence rate of the Fourier based algorithms for the considered test
functions is even better than the theoretical bound proven in Theorem 3.1. We suspect that
this is related to the fact, that the Fourier coefficients of f, ; 4 oscillate.

-1
0 g I2ys
2 :‘0 - N v i 1071 8

1077 %00 AA, E ¥ H
b e, T e, ] 10200 asty
103 oo © ®0¢ ° = E
o @ %90, E :
) 0o ] 1072
g2 1074F  Ele Roy £ |
w E E W 10—4 é
1075 F E ]
é |
10-6 £ E 1
F oé 106 ) 5
B X 04
1077 & o 4 -
=l | | | O 10—7 | | | | ]

16 32 64 128 16 32 64 128

N N

o Algorithm 1, o Algorithm la, a-- Algorithm 3, o-- Algorithm 3a

FIGURE 1. Accuracy with respect to the discretization parameter N for
spatial dimension d = 2 (left) and d = 3 (right), and test functions with
smoothness parameter s = 3.

Next we are going to compare the running times of our algorithms. Therefore, we
consider the practical important case that the center points y1,...,ya, € T4, M; =
O(N94=1), are located on the surface of a cylinder and that the radii 71, ...,7, € (0,1],
My = O(N), are equispaced. The numerical complexities of our algorithms for this setting
are summarized in Table 2. The numerical results are shown in Figure 2. We observe that
in the two-dimensional case we have nearly the same behavior for all algorithms. In the
three-dimensional case, however, the algorithm based on the NFFT is much faster than
the naive algorithm. This speedup is essential for practical applications where N is large.
Since the NFFT based algorithm is implemented in C its absolute running time is much
better compared to the sparse Fourier transform based algorithm which is implemented
in Matlab. Nevertheless, the sparse Fourier transform based algorithm shows the slowest
increase of the running time as NV grows. More sophisticated implementations of the sparse
Fourier transform are subject of current research.
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d=2 d=3
] Alg.3 Alg.3a Alg. 1 Alg. la Alg.3 Alg.1 Alg. la
0 0.76 0.60 0.83 0.88 1.10 1.12 1.37
1 1.25 1.55 1.79 1.97 1.10 2.03 2.45
2 1.34 2.04 2.86 3.03 1.06 3.23 3.29
3 1.42 2.06 3.78 3.89 1.10 4.21 4.49
4 1.37 2.00 4.84 5.02 1.14 5.40 5.41
5 1.32 1.96 5.75 5.91 1.18 6.42 6.57
6 1.30 1.95 6.68 6.92 1.24 7.40 7.49
conjecture 1 2 s+1 s+1 1 s+15 s+1.5
theory - - s—0.5 s - s—1 S

TABLE 1. Estimated orders — logeas/ log N of convergence with re-
spect to the smoothness parameter s. These are derived by a least square
fit of the computed errors in Figure 1.

Spatial dimension 2 3

Input and output data O (N?) O (N?)

Algorithm arithmetic operations

Naive implementation, Alg. 3 O (N?) O (N®)

Fourier method, using NFFT, Alg. 1 O (N Slog N ) @) (N 4log N )

Fourier method, using sparse FFT, Alg. 2 - @) (N 3log® N )

TABLE 2. Complexities of the algorithms for spatial dimensions d = 2
and d = 3.

10% | 7 10% — 7
E q B ‘ .
B (§> B o e 9
| 0 A | 7/ A 3

10° ¢ E 10°F |y R
. 1 . E A (6] E
] | = I gal & S |

107} [ B SO
L ] R= N B A & ]
L i [=T0) L ] A O B

= . A

10t | E ‘2 10t - £ E
g : g 4 1
i ] = o 1

100 | g 100 | E
yry | E E

101 IR ‘@3 ! \ | 10~1 L J
32 128 512 2048 4 256
N N
’ o Algorithm 1, o Algorithm 2, A Algorithm 3, o Algorithm 3a

FIGURE 2. Running times with respect to the discretization parameter
N for spatial dimension d = 2 (left) and d = 3 (right).
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5. Summary. We discretized the spherical mean value operator by trigonometric polyno-
mials, which gives rise to spectral error estimates in case of globally smooth functions.
Moreover, the resulting algorithm has optimal arithmetical complexity in the important
three-dimensional case and thus allows for the computation of spherical mean values for
large problem sizes.
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